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Q1. What is operating system?  Explain types of operating system? 

An Operating System (OS) is an interface between a computer user and computer hardware. An 

operating system is a software which performs all the basic tasks like file management, memory 

management, process management, handling input and output, and controlling peripheral devices 

such as disk drives and printers. 

Operating system is the low-level software that supports a computer's basic functions, such as 

scheduling tasks and controlling peripherals. An operating system is the most important software 

that runs on a computer. It manages the computer's memory, processes, and all of its software 

and hardware.  

Types of Operating Systems 

Batch operating system: The users of a batch operating system do not interact with the 

computer directly. Each user prepares his job on an off-line device like punch cards and submits 

it to the computer operator. To speed up processing, jobs with similar needs are batched together 

and run as a group. The programmers leave their programs with the operator and the operator 

then sorts the programs with similar requirements into batches. 

Time-sharing operating systems: Time-sharing is a technique which enables many people, 

located at various terminals, to use a particular computer system at the same time. Time-sharing 

or multitasking is a logical extension of multiprogramming. Processor's time which is shared 

among multiple users simultaneously is termed as time-sharing. The main difference between 

Multiprogrammed Batch Systems and Time-Sharing Systems is that in case of Multiprogrammed 

batch systems, the objective is to maximize processor use, whereas in Time-Sharing Systems, the 

objective is to minimize response time. 

Distributed operating System: Distributed systems use multiple central processors to serve 

multiple real-time applications and multiple users. Data processing jobs are distributed among 

the processors accordingly. The processors communicate with one another through various 

communication lines (such as high-speed buses or telephone lines). These are referred as loosely 

coupled systems or distributed systems. Processors in a distributed system may vary in size and 

function. These processors are referred as sites, nodes, computers, and so on. 

Network operating System: A Network Operating System runs on a server and provides the 

server the capability to manage data, users, groups, security, applications, and other networking 

functions. The primary purpose of the network operating system is to allow shared file and 

printer access among multiple computers in a network, typically a local area network (LAN), a 

private network or to other networks. 

Examples of network operating systems include Microsoft Windows Server 2003, Microsoft 

Windows Server 2008, UNIX, Linux, Mac OS X, Novell NetWare, and BSD. 



Real Time operating System: A real-time system is defined as a data processing system in 

which the time interval required to process and respond to inputs is so small that it controls the 

environment. The time taken by the system to respond to an input and display of required 

updated information is termed as the response time. So in this method, the response time is very 

less as compared to online processing. 

Q2. Explain Process Life Cycle? 

A process is basically a program in execution. The execution of a process must progress in a 

sequential fashion. A process is defined as an entity which represents the basic unit of work to be 

implemented in the system. When a process executes, it passes through different states. These stages 

may differ in different operating systems, and the names of these states are also not standardized. 

In general, a process can have one of the following five states at a time. 

 

 

S.N. State & Description 

1 
Start 

This is the initial state when a process is first started/created. 

2 
Ready 

The process is waiting to be assigned to a processor. Ready processes are 

waiting to have the processor allocated to them by the operating system 

so that they can run. Process may come into this state after Start state or 

while running it by but interrupted by the scheduler to assign CPU to some 

other process. 



3 
Running 

Once the process has been assigned to a processor by the OS scheduler, 

the process state is set to running and the processor executes its 

instructions. 

4 
Waiting 

Process moves into the waiting state if it needs to wait for a resource, such 

as waiting for user input, or waiting for a file to become available. 

5 
Terminated or Exit 

Once the process finishes its execution, or it is terminated by the operating 

system, it is moved to the terminated state where it waits to be removed 

from main memory. 

 

Q3. What is Process Synchronization? Suggest solution to synchronization 

problem using an example? 

Process Synchronization means sharing system resources by processes in a such a way that, 

Concurrent access to shared data is handled thereby minimizing the chance of inconsistent data. 

Maintaining data consistency demands mechanisms to ensure synchronized execution of 

cooperating processes. 

Process Synchronization was introduced to handle problems that arose while multiple process 

executions. Some of the problems are discussed below. 

Critical Section Problem 

A Critical Section is a code segment that accesses shared variables and has to be executed as an 

atomic action. It means that in a group of cooperating processes, at a given point of time, only 

one process must be executing its critical section. If any other process also wants to execute its 

critical section, it must wait until the first one finishes. 

Consider a system consisting of n processes {Po, P1 , ... , P11 _ I}. Each process has a segment 

of code, called a critical section  in which the process may be changing common variables, 

updating a table, writing a file, and so on. The important feature of the system is that, when one 

process is executing in its critical section, no other process is to be allowed to execute in its 

critical section. That is, no two processes are executing in their critical sections at the same time. 

The critical-section problem is to design a protocol that the processes can use to cooperate. Each 

process must request permission to enter its critical section. The section of code implementing 

this request is the entry Section. The critical section may followed by an exit section. 



    

do { 

| entry section | 

critical section 

| exit section | 

remainder section 

     

     } while (TRUE); 

 

 

A solution to the critical-section problem must satisfy the following three requirements: 

 

1. Mutual exclusion. If process Pi is executing in its critical section, then no other processes can 

be executing in their critical sections. 

2. Progress. If no process is executing in its critical section and some processes wish to enter 

their critical sections, then only those processes that are not executing in their remainder sections 

can participate in deciding which will enter its critical section next, and this selection cannot be 

postponed indefinitely. 

3. Bounded waiting. There exists a bound, or limit, on the number of times that other processes 

are allowed to enter their critical sections after a process has made a request to enter its critical 

section and before that request is granted. 

 

Q4. Write short notes on (any one) 

a. Thread:  A thread is a basic unit of CPU utilization; it comprises a thread ID, a program 

counter, a register set, and a stack. It shares with other threads belonging to the same process its 

code section, data section, and other operating-system resources, such as open files and signals. 

A traditional (or heavyweight) process has a single thread of control. If a process has multiple 

threads of control, it can perform more than one task at a time.  

b. Kernel: Kernel is the core part of operating system. It is responsible for all major activities 

of this operating system. It consists of various modules and it interacts directly with the 

underlying hardware. Kernel provides the required abstraction to hide low level hardware details 

to system or application programs. 

c. Race Condition: it is a  situation, where several processes access and manipulate the same 

data concurrently and the outcome of the execution depends on the particular order in which the 

access takes place, is called a race condition. 


